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To design tidal stream turbine arrays, turbine wakes need to be fully characterized
to assess the adequate row spacing considering environmental factors such as onset
turbulence, velocity shear, and surface waves. The role of waves on wake development
varies depending on their characteristics, such as wavelength and amplitude, and needs
to be carefully understood. Here large-eddy simulations are performed to analyze the
instantaneous and time-averaged wake characteristics developed downstream of a tidal
stream turbine for four wave-current conditions ranging from nearly deep to intermediate
waves and compared to current-only results. The tip-vortex convection near the free surface
is highly influenced by the waves. During the period of increased surface elevation, there
is an upwards motion of the vortices which have merged into a single vortical structure
during the wave trough period. Downwards vertical transport of tip vortices occurs after the
pass of the wave crest, enabling vertical entrainment of momentum into the turbine wake
region. Disk-averaged velocity deficit recovery increases for wave-current cases compared
to the current-alone condition, with all intermediate wave cases showing a very similar
wake recovery rate throughout the wake length. The nearly deep-water waves lead to
a slightly slower recovery rate up to 12 turbine diameters (D) downstream while, after
this distance, the recovery rate is the highest among the simulated wave conditions. The
integration of the mean kinetic energy (MKE) budget in the region up to 12D shows there
is a similar distribution in the balance between terms irrespective of the wave-current case.
However, in the far-wake region covering from 12D to 20D, the nearly deep waves have a
larger contribution for MKE replenishment from the transverse convection and turbulence
transport terms, balanced with their vertical counterparts and the streamwise convection
term. Analysis of the wake self-similarity shows that a Gaussian model description holds
for the recovery rate and lateral profile of the wake of a tidal turbine operating in coupled
wave-current conditions, with a similar rate of velocity recovery after 12D irrespective of
the wave characteristics. Lateral wake spreading is smaller for the shortest wavelength,
which relates to an increased contribution of transverse fluxes in the MKE budget.
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I. INTRODUCTION

Tidal stream energy is a growing offshore renewable energy technology that aims at capturing
the kinetic energy from energetic tidal currents with either floating or bottom-fixed turbines. At
most sites where tidal turbines are deployed or projected to be, there is a notable (stochastic) action
of waves which is superimposed on the (predicted) tidal currents, which have a sheared profile and
carries free-stream turbulence [1]. Depending not only on the wave characteristics, e.g., wavelength,
amplitude, and steepness, but also the vertical velocity distribution and wave direction relative to
the tidal flow, the role of waves in wave-current conditions varies [2]. Despite their importance to
tidal stream turbine loading [3] and developed downstream wake [4], the research into the coupled
action of waves and turbulent currents onto these devices has been limited [5], partly owed to the
complexity of performing flow measurements and thus incomplete data to evaluate loading and
wakes. The latter is needed as in open sea the decomposition of wave kinematics from acoustic
Doppler current profiler data remains an open topic and waves are mostly irregular [6–8].

There has been a considerable amount of experimental work assessing the the effect of waves on
tidal stream turbines with the majority focusing on the loading in regular wave conditions. These
studies have tended to focus on the wave-induced variations in thrust and power (or torque) as
a function of wave characteristics (e.g., Refs. [9–13]) along with comparisons of these to blade
element momentum theory codes, e.g., Refs. [9,14,15]. Sensitivity has been conducted on the
loading as a function of wave frequency and amplitude [10], wave phase [16], turbine depth [17],
and turbine control strategy [18–20], among others. The loading on tidal stream turbines under
regular wave conditions is therefore relatively well understood. These experimental findings on
turbine loads have been further extended to cover irregular wave conditions [21–23] including
understanding the role of rotational sampling on high-frequency blade loads [24] and the potential
for extreme loads during large wave focusing events [25].

Despite the significant body of experimental work focused on loading behavior, only a few of
these studies have concentrated on understanding the wake characteristics. In Stallard et al. [26],
the role of opposing waves on the wave recovery behind a group of rotors was considered, finding
that the velocity deficit in the near wake was reduced. Zhang et al. [27] performed an extensive
experimental campaign with five wave-current conditions to explore their impact on the wake of
a tidal turbine, noting a similar velocity deficit recovery between with and without wave cases,
while demonstrating distinct turbulence intensity fields for the different wave cases. Zang et al.
[28] analyzed the variation in power output and wake structure from a single tidal turbine in an
experimental flume when this was subjected to current-only and wave-current conditions, showing
a notable change in the power spectral density for the latter case. They also conclude that increasing
wave height and length increases the wake recover rate. One of the challenges with all experimental
studies is obtaining suitable velocity measurements. Single-point measurements from acoustic
Doppler velocimeters are almost exclusively used for these analyses and hence instantaneous spatial
measurements are not possible, and the spatial range and resolution often limited.

To date, numerical studies using CFD have mostly looked at the impact of waves on the
loading and wakes of tidal turbines with RANS turbulence closures but neglecting the role of
turbulence. Tatum et al. [29,30] simulated how surface waves and a sheared velocity profile alters the
distribution of thrust and bending moments over the turbine rotation but without characterizing the
downstream wake. Apsley et al. [31] performed RANS simulations with actuator line model for two
wave-current interaction cases varying the wavelength, and observed the large variation in power
coefficient depending on the wave characteristics. Through unsteady RANS simulations, Li et al.
[32] observed that surface waves modulate the turbine wake dynamics for wave-current conditions
through instantaneous velocity contours and analysis with proper-orthogonal decomposition.

While the previous RANS-based studies have proven essential to further elucidate how waves
impact tidal turbine wakes and loading, these do not yield sufficient accuracy to capture the
complexity of the instantaneous flow field in presence of flow turbulence, velocity shear, and surface
waves. Thus, high-fidelity turbulence closures, e.g., large-eddy simulation, need to be adopted
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[33–35]. Stallard et al. [36] compared the wake characteristics of a single laboratory-scale turbine
in current-only and one wave-current condition for a nearly deep wave. This study showed that
waves accelerated disk-averaged velocity recovery and modified the vertical wake structure near
the free surface. The present study expands on this with an in-depth analysis of the wake structure
behind a single tidal stream turbine with identification of the driving physics for four wave-current
conditions.

The paper is structured as follows: The current-only and wave-current cases simulated are
introduced in Sec. II while the governing equations used in the LES framework and numerical setup
are discussed in Sec. III. Results are presented in Sec. IV, including the instantaneous turbulent
flow field obtained from LES for the different wave conditions, time-averaged mean velocity and
velocity fluctuation, and quantification of the mean kinetic energy budget to determine the sources
contributing to the recovery of momentum in the wake. Finally, the main findings are discussed in
the Conclusions.

II. CASES DESCRIPTION

The experimental setup from a previous testing campaign by Stallard et al. [26] is adopted in the
large-eddy simulations. The recirculating open-channel facility is 12.5 m long and 5 m wide, with
the mean water depth (h) equal to 0.45 m. The velocity at the turbine position featured a logarithmic
vertical distribution [U (z)] with depth-averaged value (U0) of 0.47 m/s and friction velocity (u∗) of
0.0187 m/s, defined as,

U (z)

u∗
= 1

κ
ln

( zu∗
ν

)
+ C, (1)

where κ is the von Karman constant equal to 0.41, ν is the kinematic viscosity of the fluid set
to 1×106 m2/s, z is the vertical coordinate, and C is a constant equal to 5 according to open-
channel flows over rough beds. The bulk Froude number (Fr = U0/

√
gh, with g being the gravity

acceleration) is 0.224 and bulk Reynolds number (Re = U0h/ν, with ν indicating the kinematic
viscosity of the water) of 1.27×105. Note that no waves were considered in these experiments. The
integral turbulence lengthscales measured in the flume were 0.56h, 0.33h, and 0.25h, in streamwise,
transverse, and vertical directions, with a mean streamwise turbulence intensity of 10% measured
at 6 m downstream of the flume’s inlet and of 8% at 3 m further downstream [26].

A single horizontal axis tidal stream turbine with three blades whose hydrodynamic sections were
Göttingen 804 (with lift and drag coefficients provided in Stallard et al. [26]) and a diameter (D)
equal to 0.27 m is modelled, operating at its peak performance operating point corresponding to
a tip-speed ratio (λt = �t D/2U0, with �t being the turbine rotor’s rotational speed) of 4.5, i.e., it
rotates at an angular speed �t = 15.33 rad/s. At this rotational speed, the turbine’s rotor rotational
period is T = 0.41 s and the blade passing period fb = 0.137 s. The turbine had a nacelle that spans
0.09 m in the x direction with a diameter of 0.01 m, and a circular vertical support structure whose
diameter was 0.015 m and connected the turbine’s hub to the supporting frame placed above the
water surface [26].

In this study, four wave characteristics are chosen, keeping the same wave height (H) of 0.05 m,
that span from nearly shallow wave conditions (one case), two intermediate waves, and one deep
water wave. These four wave characteristics cover a wide range of wave-depth parameters for the
selected wave amplitude to enable understanding of the action of following waves on tidal turbine
wakes. Further details provided in Table I including waves’ characteristics (wavelength λw, period
Tw, and frequency fw), wavelength-to-turbine diameter ratio (λw/D), nondimensional depth (kh),
ratio between blade passing frequency of the turbine to the wave frequency ( fb/ fw), and wave
steepness (kH/2).
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TABLE I. Details of the wave-current cases simulated including wavelength (λw), wave period (Tw), wave
frequency ( fw), wavelength to turbine diameter ratio (λw/D), wave-depth parameter (kh), ratio of blade passing
frequency to wave frequency ( fb/ fw), and wave steepness (kH/2).

λw Tw fw
Case (m) (s) (Hz) λw/D kh fw/ fb kH/2

1 1 0.58 1.710 3.7 2.827 4.27 0.1570
2 2.89 1.25 0.800 10.7 0.978 9.15 0.0544
3 4 1.65 0.605 14.8 0.707 12.10 0.0393
4 8 3.16 0.316 29.6 0.353 23.16 0.0196

III. NUMERICAL FRAMEWORK

This section describes the in-house numerical solver which adopts large-eddy simulation to re-
solve the flow field, an actuator line method to represent the rotating turbine blades, a direct-forcing
immersed boundary method to account for the turbine’s support structure and hub, and a level-set
method to represent the air-water interface and thus model waves using second-order Stokes theory.
All is implemented in a fully parallel environment to efficiently compute simulations on thousands
of cores.

A. Computational model

The in-house code digital offshore farms simulator (DOFAS) [37] is used to perform large-eddy
simulations of open-channel flows with surface waves, which adopts a level-set method (LSM)
for the wave generation and an actuator line model (ALM) for the turbine rotor representation.
DOFAS is built onto the fluid solver Hydro3D [38,39], which offers excellent scalability behavior
on high-performance computing facilities [40] when conducting massive parallel simulations, as it is
fully parallelized with message passing interface [41] and OpenMP [42]. The code has successfully
been used in a number of complex computational studies in the fields of traveling free-surface waves
[43,44], turbulent free-surface flows [45–48] and in pipe flows [49], sediment transport [50], or flow
over rough bathymetry [51–53], among others. DOFAS has also been extensively validated and
applied to tidal stream turbines at individual [36,54,55] and array levels [37,56], providing turbine
load prediction in complex flows [57–59], analysis of wake recovery mechanisms [60], and real
multirow array micrositing [61].

DOFAS resolves the spatially filtered Navier-Stokes equations for incompressible flow using a
filter size equal to the grid size with staggered storage of velocities in a rectangular Cartesian grid.
The latter is divided into rectangular subdomains that are mapped to the processors adopted to run
the simulation. The code resolves the LES turbulence closure in which the energetic flow structures
are explicitly resolved while the small-scale turbulence is modelled using a subgrid scale model [62].
The wall-adapting local eddy-viscosity subgrid scale model from Nicoud et al. [63] is employed to
compute the effects of the unresolved small-scale turbulence. The governing equations resolved by
DOFAS are as follows:

∂ui

∂xi
= 0, (2)

∂ui

∂t
+ ∂uiu j

∂x j
= − 1

ρ

∂ p

∂xi
+ ν

∂2ui

∂x j∂x j
− ∂τi j

∂x j
+ fi + gi, (3)

where ui and u j are the resolved velocity components (i or j = 1, 2, and 3, which denote the x, y, and
z directions, respectively), xi and x j represent the spatial coordinate components in the three spatial
directions, ρ is the density of the fluid, p is the resolved pressure, ν is the kinematic viscosity of
the fluid, τi j are the subgrid scale stresses, fi represents external forces calculated using the actuator
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line method for the turbine blade action or immersed boundary direct forcing method [64] for the
turbine’s hub and support structure, and gi is the gravitational acceleration.

A fractional step method is employed to advance the simulation in time using a three-step
low-storage Runge-Kutta scheme with a multigrid method for the resolution of the Poisson pressure
equation. The diffusive terms in the Navier-Stokes equations are approximated by second-order
central differences, while convective velocity fluxes in the momentum conservation equation and
the advection equation from the level-set method are approximated using a fifth-order weighted
essentially nonoscillatory (WENO) scheme. The main advantage of the WENO scheme is its
capability to achieve the necessary compromise between numerical stability and physical accuracy
when simulating two-phase flows [40].

The LSM [65] is adopted to resolve the free surface between the air and water phases. The LSM
employs a level-set signed distance function, φ, with positive values of φ denoting water, whereas
φ � 0 corresponds to the air. The air-water interface corresponds to a zero value of φ. The LSM is
resolved adopting a three-step total-diminish variation Runge-Kutta to compute the signed distance
function φ, with a fifth-order WENO method to approximate the fluxes in the center of the grid
cells [40]. The spatial evolution of the φ function is tracked over time by solving a pure advection
equation:

∂φ

∂t
+ ui

∂φ

∂xi
= 0. (4)

Due to the inherent nature of the advection equation, mass conservation is not ensured, as the
required numerical stability criterion of |∇φ| = 1 is not directly satisfied. Therefore, LSM is re-
initialized to ensure that this criterion is fulfilled at every time step, so that mass is conserved in the
computational domain [66].

A Heaviside function [H (φ), Eq. (5)] is applied at the air-water transition to allow a smooth
transition between the two immiscible fluids [40,43] and avoid potential numerical instabilities due
to any sudden change in density (ρ) and viscosity (μ). The transition region between phases has a
width equal to 2.0 · 
xi [67], which adjusts the thickness of the numerical smearing at the interface,

H (φ) =

⎧⎪⎨
⎪⎩

0 if φ < −2.0 · 
xi
1
2 + 1

2

[
φ

2.0·
xi
+ 1

π
sin

(
πφ

2.0·
xi

)]
if |φ| � 2.0 · 
xi

1 if φ > 2.0 · 
xi

. (5)

Finally, the density and dynamic viscosity fields are calculated as

ρ(φ) = ρa + (ρw − ρa)H (φ)

μ(φ) = μa + (μw − μa)H (φ),
(6)

where the subscripts w and a represent water and air, respectively.
The wave generation and absorption methods are presented and validated in Christou et al.

[43] with a short description provided here. At the inlet, unidirectional following wave conditions
are generated imposing Dirichlet boundary conditions to the free-surface level (η) and velocity
components in streamwise and vertical directions, which are then superimposed onto the mean
velocity profile [U (z)] and artificial turbulence [u′

i,SEM(x = 0, t )] with synthetic eddy method (SEM)
[68]. In this work, second-order Stokes wave theory [44] is adopted to generate the wave elevation
and kinematics as a function of their relative depth and wave steepness, as shown in Table I. In these
wave-current conditions, the dispersion relation used to obtain the wave angular frequency in the
fixed reference frame (ωw) takes into account the relative wave frequency ωr = gk tanh(kh) with
the convective velocity (U0) being the bulk (depth-averaged) velocity and reads:

(ωw − kU0)2 = gk tanh(kh). (7)
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FIG. 1. Schematic of the computational domain adopted for the large-eddy simulations of the horizontal
axis tidal turbine operating in an open-channel flow with waves. The total length of the domain is Ldomain, mean
water depth is denoted as h, and wave height and length are H and λw , respectively. An absorption region of
length 2λw is set at the outlet of the domain to absorb waves and avoid their reflection.

The free-surface elevation referenced from the bed (z = 0) is computed accordingly to:

η(x = 0, t ) = h + H

2
cos

(
ωwt − π

2

)
+ H2k

16
[3coth3(kh) − coth(kh)] cos

[
2
(
ωt − π

2

)]
. (8)

Velocity components are prescribed at the inlet (x = 0), with the vertical origin of coordinates at
the bed (z = 0), as:

u(x = 0, t ) = Ū (z) + u′
SEM + H

2
ωr

[
cosh(kz)

sinh(kh)

]
cos

(
ωw t − π

2

)

+ 3

16
ωr (k H )2

[
cosh(2kz)

sinh4(kh)

]
cos

[
2
(
ωt − π

2

)]
, (9)

w(x = 0, t ) = w′
SEM − H

2
ωr

[
sinh(kz)

sinh(kh)

]
sin

(
ωw t − π

2

)

− 3

16
ωr (k H )2

[
sinh(2kz)

sinh4(kh)

]
sin

[
2
(
ωt − π

2

)]
. (10)

At the outlet, a relaxation method is used to absorb the waves and avoid their reflection, which
gradually decreases the velocities and signed-distance function of the LSM to approach the target
values, e.g., those imposed at the inlet. The relaxation function � reads [44]:

�(X ) = 1 − eX 3.5 − 1

e − 1
, (11)

where the nondimensional coordinate X has values in the range of [0,1] and is defined as:

X = x − xs

xe − xs
, (12)

where the denominator (xe − xs) represents the length of the absorbing layer, set for each of the
wave cases to twice the wavelength, i.e., 2λw, where xe is the domain’s outlet coordinate and
xs = xe − 2λw the start of this region.
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B. Computational setup

The computational domain, presented in Fig. 1, is set up considering three criteria: At least
two wavelengths are kept between the inlet and turbine position, two wavelengths are used for
the relaxation region at the downstream end, and at least six wavelengths can be developed in the
turbine wake region to fully capture their interaction. Based on these criteria, the numerical domain
measures 40, 3, and 1.2 m in the streamwise, transverse, and vertical directions for wavelengths
of 4 m and smaller. This is greater in length than the experimental open-channel facility (12.5 m)
to ensure that no wave reflection from any boundary occurs while it is narrower in its transverse
dimension to reduce computing cost with the lateral global blockage still low, namely 4.25%. In the
case with the longest wavelength (λw = 8 m, kh = 0.353), the domain is doubled in length to 80 m
so the above criteria are met.

As per the velocity boundary conditions, the logarithmic distribution of velocities measured in
the experiments from Stallard et al. [69] is set at the inlet and heterogeneous isotropic artificial
turbulence generated with the SEM superimposed, with the turbulence intensity and lengthscales
equal to those measured in the experiments. Wave-induced velocities at the inlet are also linearly
superimposed, noting that herein the wave direction is aligned with flow, while in the experiments
from Stallard et al. [26] wave direction was opposed to flow with comparable kh. On the lateral
boundaries, periodic conditions are imposed while at the bottom wall, a hydraulically smooth wall
function is adopted, as the vertical grid resolution in wall units is 42. At the outlet, a Neumann
boundary conditions is imposed to the velocities.

A uniform grid resolution of 
xi = 0.005 m is used throughout the domain to ensure the
air-water interface, waves, and turbulence are well resolved everywhere. With this grid size, there is
a total of 54 mesh elements across the turbine diameter which is enough to capture the tip vortices
and other wake dynamics [37]. This leads to a total number of grid cells of 1.152×109. The time step
is kept fixed at 
t = 0.001 s. The same setup but with shorter domain in current-only conditions
was adopted in Ouro et al. [37] to validate DOFAS’s predictions in terms of turbine wake hydrody-
namics and loading. Simulations run using 8000 CPUs on the UK national supercomputing facility
ARCHER2, for the smaller domain, while 16 000 CPUs are adopted for the longest wavelength case,
all requiring 144 h of compute time. A total physical time of 400 s is run for every simulation, with
first-order statistics collected after discarding the first 50 s of simulation and turbulence statistics
captured after the first 150 s, therefore averaged over 250 s in total.

The turbine is placed at 8.36 m (18h or approximately 2λw, 2.9λw, and 8λw for the cases with
kh = 0.707, 0.978, and 2.827, respectively) from the inlet for the three shortest wavelengths (as
h/H is constant) conditions while this distance is doubled to 36h for the longest wavelength case (to
ensure two wavelengths are developed between the turbine and inlet). The hub height is at 0.225 m
(h/2), as in the experiments and centered in the transverse dimension of the numerical domain,
which is at midwater depth, leaving a clearance between top blade tip (0.36 m) and mean water
level (h) of 0.09 m, i.e., 0.2h. Both nacelle and supporting structures are included in the model and
resolved with the immersed boundary method, with the latter extending between the hub height and
bottom bed and not piercing through the free surface as in the experiments in order to avoid any
further interaction with the waves.

The Reynolds decomposition is used to compute the time-averaged mean velocity Ui and
fluctuating velocity u′

i, as u(t ) = Ui + u′
i(t ). Note that for the current-only case, the fluctuating

velocity is analogous to the turbulent velocity fluctuation. However, in this study for the wave
cases no decomposition to the fluctuating velocity is done in terms of turbulence and wave-induced
unsteadiness. Thus, for convenience, the term u′

i is referred to as velocity fluctuation term and
the so-called Reynolds stresses in no-wave cases, i.e., u′

iu
′
j , are the cross-correlation of fluctuating

velocity components. For convenience, disk-averaged values are denoted as 〈·〉.
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IV. RESULTS

In this section, the effect of waves on the wake structure of a single tidal stream turbine is
analyzed. First, the instantaneous flow structures are visualized as contours of spanwise vorticity
through a wave cycle across a vertical plane through the rotor axis, followed by a comprehensive
study of the time-averaged wake statistics in terms of velocity and Reynolds stresses. Finally,
the streamwise evolution of the disk-averaged velocity and mean kinetic energy budget terms are
presented.

A. Instantaneous wake structures

Periodic regular surface waves introduce a source of velocity intermittency that impacts the
interaction of the turbine-induced wake and flow structures within the ambient flow. Thus, the role
of waves on tidal turbine hydrodynamics is first discussed, looking at the spatiotemporal evolution
and spatial correlation of the flow structures, mainly tip vortices, and how they are convected
downstream of the turbine.

The instantaneous flow field computed for the current-only case, i.e., without waves, is presented
in Fig. 2 showing contours of spanwise vorticity over a vertical plane across the center of the turbine
during four time intervals spaced Tw/4 in time (approximately 0.5 turbine’s rotor revolutions or 1.5
blade passes). Over these time frames, the tip vortices travel over the horizontal projection of the top
blade tip over most of the wake region shown. They are coherent and can be individually identified
up to x/D = 1, when they roll up into larger structures of 2–3 times their size. After x/D � 3, the
tip vortices are seen to lose coherence and mix with the rest of the smaller-scale flow structures.

Surface waves change the flow field immediately downstream of the turbine and its near-wake
distribution. Figure 3 presents the contours of vorticity for the case of the longest waves modelled
(kh = 0.353) for four consecutive time intervals spaced Tw/4 (approximately 1.5 turbine’s rotor
revolutions) to enable coverage of the full wave period. In this wave-current condition, the tip
vortices remain coherent for a large streamwise distance compared to the intermediate (Figs. 4
and 5) and deeper (Fig. 6) wave cases due to the different wave phase and hence variations in
wave-induced velocity. Figures 3(a) corresponds to an instant in time when the wave trough is at the
turbine position, in which tip vortices are convected mostly horizontally. During the zero-upcrossing
of these long waves, Figs. 3(b) and 3(c), the larger roll-up vortex moves upwards and the larger
wave period allows for these energetic flow structures to remain near the free surface for a longer
streamwise distance. Figure 3(d) presents a snapshot during a period of decreased surface elevation,
with the remnants of the tip vortices traveling well above the blade’s top-tip height after x/D > 2
which will entrain the wake region as the wave crest reaches their downstream location.

Visualization of these vortical structures for the wave case with kh = 0.707 is presented in Fig. 5,
with the four snapshots advancing Tw/4 in time between each of them to enable depiction of the full
wave period. In Fig. 5, tip vortices appear below the top-tip location as the wave trough is above
the turbine location. The following wave zero up-crossing induces a large disturbance to the tip
vortices with an upwards motion which is highlighted in Fig. 5(c), showing the roll-up motion of the
vortices during their convection and approximation to the free surface. Once the wave crest passes
the turbine location, and the decrease in wave elevation starts, the negative vertical velocity through
zero down-crossing and negative wave-induced horizontal velocity under the trough leads the tip
vortices to eventually travel in a downwards motion as the following wave trough approximates the
turbine rotor again.

Results for the case with waves kh = 0.978, shown in Fig. 5, show a similar behavior of
the turbine wake flow structures to kh = 0.707, i.e., tip vortices are coherent within the region
0 � x/D � 1, after which they merge into larger flow structures. In both Figs. 4 and 5, tip vortices
are seen to slightly interact with the waves with free-surface elevation alterations observed even up
to 4D downstream of the turbine.
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FIG. 2. Contours of normalized spanwise vorticity (�y ) over a xz plane at y/D = 0 for the current-only
case. Time snapshots are equally spaced at increments of Tw/4.

Figure 6 presents the contours of vorticity during four snapshots for the case with waves of
kh = 2.827, which approach deep-water wave conditions (kh � π ) and for which the near-bed
wave-induced velocity is approximately 0. Several substantial differences can be observed to the
near-wake region due to the presence of the waves, changing the path followed by the tip vortices
once shed by the blades. When the wave trough is at the rotor position, the tip vortices are pushed
down and move below the top-tip blade location. During the zero up-crossing, wave-induced vertical
velocity is maximum leading to an upwards motion of these vortices which remain coherent in the
very-near wake region (x/D � 1). This latter tip-vortex movement over the turbine top-tip location
remains until the wave crest passes the turbine location, as seen in Fig. 6(c). During the zero
down-crossing motion of these short waves, the tip vortices travel downwards. Hence, waves are
seen to drive the streamwise transport of turbine-induced flow structures. The vertical range over
which vertical mixing occurs also increases with lower kh.
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FIG. 3. Contours of normalized spanwise vorticity (�y ) over a xz plane at y/D = 0 for wave case with
kh = 0.353. Time snapshots are equally spaced at increments of Tw/4.

Overall, Figs. 2–6 outline that waves impact the vertical and streamwise transport of the tip
vortices with a periodic action. The frequency of the upwards motion of tip vortices sweeping away
from the top-tip height towards the free surface during the ∂η/∂t > 0 period, and their downwards
motion entraining again into the wake region will drive the wake dynamics as shown in the next
section.

The spatial coherence of the top tip vortices convection seen in the instantaneous flow field
contours is further investigated with the computation of the two-point correlation over a period of
approximately 400 turbine revolutions (164 s of physical time) with flow data stored every 0.1 s
(one quarter of turbine revolution). The cross-correlation of velocities between two points (Ruu) is
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FIG. 4. Contours of normalized spanwise vorticity (�y ) over a xz plane at y/D = 0 for wave case with
kh = 0.707. Time snapshots are equally spaced at increments of Tw/4.

defined as:

Ruiu j (xref , xn) = ui(xref , t ) · u j (xn, t )√
ui(xref , t )2 · u j (xn, t )2

, (13)

where (·) indicates time-averaging operation, xn is the spatial coordinates of cell n, while xref is that
for the adopted reference point. As reference location, the coordinates at x/D = 2 and z/D = 1.33
are considered as this location coincides with the downstream projection of the top-tip blade location
where tip vortices travel through during their upwards and downwards motion due to wave action.
Results of the two-point correlation are shown in Fig. 7. For the current-only and longest wave cases
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FIG. 5. Contours of normalized spanwise vorticity (�y ) over a xz plane at y/D = 0 for wave case with
kh = 0.978. Time snapshots are equally spaced at increments of Tw/4.

(kh = 0.353), there is only a small spatial region featuring a high correlation with the reference
point, while for the intermediate wave cases this expands over larger areas of high correlation,
both positive and negative. For the kh = 2.827 case [Fig. 7(e)] there is a positive correlation with
the area enclosing the reference point and expanding vertically, which alternates with regions of
limited negative correlation shortly before and after the reference point in the streamwise direction.
Correlation with other regions closer to the turbine are seen at x/D = 1.2–1.7 (Ruu > 0) and before
at x/D = 0.8–1.2 (Ruu < 0). These alternate positive-negative correlation to the reference point is
a signature of a general repeating correlation oscillating pattern every wavelength from the wave-
induced velocities seen in Fig. 6. Further downstream at x/D � 3, larger areas showing negative (3
< x/D < 4) and positive (5 < x/D < 6) correlation result from the time phase between tip-vortex
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FIG. 6. Contours of normalized spanwise vorticity (�y ) over a xz plane at y/D = 0 for wave case with
kh = 2.827. Interval time between snapshots is constant and equal to Tw/4.

convection and velocity-induced by surface waves. Results of Ruu for kh = 0.978 and 0.707 in
Figs. 7(c) and 7(d) show a similar distribution of alternative highly correlated regions but occupying
a larger streamwise and vertical region when compared to that of kh = 2.827.

Figure 8 presents the power spectral density (PSD) of the streamwise velocity fluctuations, which
have been computed at the point indicated in the two-point correlation (Fig. 7). The PSD of the
streamwise velocity fluctuation show energy peaks for the wave frequencies, with the width of
these high spectral energy regions increasing as kh decreased. The spectrum of the current-only
case features a –5/3 in the inertial range followed by a –11/3 in the dissipation range [70], which
is kept in the wave-current cases. This suggests that waves do not significantly impact the energy
cascade of the turbulent structures, neither the large scales nor the smallest, isotropic ones.
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FIG. 7. Contours of two-point correlation of the streamwise velocity (Ruu) over a xz plane at y/D = 0
for the cases simulated. Reference point is taken at the top blade tip position two diameters downstream of
the turbine’s rotor. Results from the (a) no wave, (b) kh = 0.353, (c) kh = 0.707, (d) kh = 0.978, and (e)
kh = 2.827.
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FIG. 8. PSD of streamwise velocity fluctuations (u′) for the current-only and four wave cases simulated
with the frequency normalized by the rotational frequency of the turbine ( fT ).

B. Time-averaged wake dynamics over the vertical center plane

The normalized time-averaged streamwise velocity (U/U0) developed around the simulated tidal
turbine for the current-only and wave cases are presented in Fig. 9. In the case without waves,
there is a high velocity region above the turbine due to vertical blockage as there is a relatively
small clearance between turbine top-tip height and mean water level. Behind the turbine, a low-
velocity wake region is developed which, eventually, recovers its momentum further downstream.
The prediction of the mean hydrodynamic coefficients, time-averaged velocity field, and turbulence
intensity at x/D = 4 and 8 in the wake downstream of a two-row array for the same turbine setup
was validated in Ouro et al. [37], albeit the free surface was modelled as a rigid-lid and no waves
were included.

The presence of waves changes the near-wake streamwise velocity (U/U0) pattern in the upper
wake region, as the transport and coherence of the tip vortices are affected, as shown in the previous
section. For the shortest wave (kh = 2.827), there is an intermittent distribution of velocity maxima
and relatively lower values between the turbine top-tip height and free surface with a near-wake
behind the turbine that features a higher streamwise velocity than in the current only case. A
somewhat similar distribution of U/U0 is observed for the case with kh = 0.978 but with larger
velocity values in the region after x/D � 3. As wavelength increases, the velocity recovery at the
vertical plane across the turbine center seems to increase although its distribution for kh � 0.707
seems similar. For the shallowest surface wave, kh = 0.353, the flow over the turbine rotor location
also shows increased velocity values but up to x/D ≈ 2 when in the other cases this extends to
further downstream.

Turbine- and wave-induced changes to the time-averaged normalized vertical velocity field
are shown in Fig. 10 over the vertical plane at the turbine’s center. In the no-wave case only a
negative velocity region is seen behind the turbine as there is an entrainment from the upper region
(elevation of highest velocities, as the approach flow has a shear distribution [69] and bypass flow
is higher) into the wake region. Surface waves disturb the mean vertical velocity field in both
near- and far-wake regions. LES results from the shortest wavelength (kh = 2.827) show inter-
mittent positive and negative values in the downstream projection of the top-tip height until about
x/D = 7–8, a consequence of the upwards and downwards motion of tip vortices due to wave
action. At hub height, the negative vertical velocity region features larger velocity magnitude than
in the no-wave case. The far-wake for this nearly deep-water wave case is characterized by positive
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FIG. 9. Contours of normalized streamwise velocity (U/U0) over a xz plane at y/D = 0. Results from the
(a) no wave, (b) kh = 0.353, (c) kh = 0.707, (d) kh = 0.978, and (e) kh = 2.827.

vertical velocities of larger magnitude than any of the other wave cases. In a later section through
the mean kinetic energy budget analysis, it is shown that this positive vertical velocity results from
the higher lateral bypass flow.

For the cases with intermediate to shallow wave conditions, the near-wake region of large
negative W/U0 values becomes less coherent in space and extends for a shorter downstream distance,
e.g., comparing that for kh = 0.353 to 0.978. Conversely, the positive vertical velocity region in the
far wake reduces in magnitude with increasing wavelength, and the kh = 0.353 is similar to the
current-only results.

Contours of velocity fluctuation intensity are presented in Figs. 11 and 12 (and in the Ap-
pendix for v′ in Fig. 20), highlighting a larger impact of the waves over the streamwise vertical
plane across the turbine center. Note that in absence of waves, these velocity fluctuation intensities
are analogous of turbulence intensity, whereas when waves are present they comprise both a periodic
nonturbulent fluctuation and turbulence, hence denoted herein as the velocity fluctuation intensity
normalized to the time-averaged velocity fluctuation. In the absence of waves, there are two regions
of high streamwise turbulence intensity (u′) corresponding to the tip vortices and wake of the
supporting structure. The shortest wavelength [kh = 2.827, Fig. 11(e)] waves introduce fluctuations
mostly at the upper layer of the water column, although it extends down through midwater depth,
whereas if truly deep water, kh � π , there would be no change below mid-depth. In the top tip
vortex region, up to x/D = 4, there are pockets of high mean streamwise velocity fluctuation, whose
spacing is of approximately 1D, i.e., 0.27λw.

Figure 11(c) presents the time-averaged streamwise velocity fluctuation intensity u′/U0 for
the kh = 0.978 case, with a global increase in fluctuation intensity across the water column. Its
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FIG. 10. Contours of normalized vertical velocity (W/U0 ) over a xz plane at the y/D = 0. Results from the
(a) no wave, (b) kh = 0.353, (c) kh = 0.707, (d) kh = 0.978, and (e) kh = 2.827.

distribution in the near-wake notably differs to that in the current-only and short-wave cases, with
higher intensity levels. The intermittent pattern of high u′ regions, especially near the free surface,
again denote the signature of the periodic transport of top tip vortices due to wave action, already
revealed in the spatial-correlation contours in Fig. 7. The distance between regions of high u′/U0 is
of approximately 2D or 0.18λw for this wave case. Increasing wavelengths in cases with kh = 0.707
and 0.353, exhibit a larger wave action deeper in the water column, with the alternate areas of
high u′/U0 at larger streamwise distances approximately 3D (0.20 λw) and 6D (0.20 λw) for the
kh = 0.707 and 0.353 cases, respectively. For all these intermediate cases the separation between
regions of consecutive low (or high) turbulence intensity approaches 0.20 λw. In addition, for
the longest wavelength, these regions of mean streamwise velocity fluctuation also appear to be
distributed in an oblique pattern at about 45◦. Considering the mean convection time for the wake
intermittency due to waves, it can be obtained as the separation between regions of high and low
turbulence intensity and the wave period, yielding relative velocities (U/U0) of 0.72, 0.97, 1.03, and
1.08 for kh of 2.827, 0.978, 0.707, and 0.353, respectively.

The mean vertical velocity fluctuation intensity field (w′/U0) for the cases simulated presented
in Fig. 12 reveals again the region of the turbine wake affected by the waves. In the no-wave
case, the top tip vortices advected downstream result in large w′/U0 values, principally over the
region to x/D � 3. For the shortest wavelength, kh = 2.827, the wake behind the turbine’s support
structure appears unaffected by waves, while the near free-surface region exhibits high levels of
w′/U0 with a nearly constant intermittency of high and low values. In the intermediate cases
(kh = 0.978 and 0.707), the magnitude of w′/U0 near the free surface diminishes and the patchiness
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FIG. 11. Contours of streamwise velocity fluctuation intensity (u′/U0 ) over a xz plane at the y/D = 0.
Results from the (a) no wave, (b) kh = 0.353, (c) kh = 0.707, (d) kh = 0.978, and (e) kh = 2.827.

of the distribution of pockets of high w′/U0 are more clearly defined with an increasing spacing
as wavelength increases. The distribution of w′/U0 across the vertical plane at the turbine center
resembles that of the no-wave case, namely the top tip vortex signature is observed with the support
structure’s wake also present but with higher values. In the region of x/D = 4–6 there is an increase
in w′/U0 that is not observed in the current-only case.

In the wake recovery behind a tidal stream turbine, the correlation between streamwise and ver-
tical velocity fluctuations (u′w′, i.e., corresponding to the vertical Reynolds stress when excluding
waves) is essential to understand the mixing between the turbine’s wake and ambient flow. The
contours of u′w′/U 2

0 are presented in Fig. 13 at the center of the turbine’s location over a vertical xz
plane. In the current-only case there is a region of negative values at top tip height up to x/D ≈ 6,
denoting downwards motion of momentum fluctuations, while below the bottom tip there is a region
of upwards motion.

Surface waves induce an upwards and downwards motion on the top tip vortex location which
modify the vertical fluctuation of momentum exchange in the upper layer of the water column, as
shown in Figs. 2 and 3. For the kh = 0.707 case [Fig. 13(c)], the regions of negative and positive
u′w′ appear to be distributed at an angle of 30◦ with the vertical direction, not evident from the
previous flow quantities. The latter pattern is similar to that found in the longest wave case but
at a larger angle of approximately 45◦ with the vertical direction as seen in the u′/U0 contours
[Fig. 11(b)]. Conversely, for the shortest wavelength, the alternate distribution of downwards and
upwards fluctuating momentum transfer is seen to be distributed in fairly uniform regions in the
streamwise direction with a wavelength of approximately D/2 [Fig. 13(e)]. In the far-wake region
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FIG. 12. Contours of vertical velocity fluctuation intensity (w′/U0 ) over a xz plane at the y/D = 0. Results
from the (a) no wave, (b) kh = 0.353, (c) kh = 0.707, (d) kh = 0.978, and (e) kh = 2.827.

after x/D = 8, a downwards momentum exchange near the free surface is observed unlike in the
other wave cases. For the intermediate wavelengths, there is a larger contribution of negative u′w′
in the upper water column region, behind the turbine, until a downstream distance of approximately
8D [Fig. 13(d)].

To further explain the discontinuous streamwise evolution in the unsteady flow quantities, the
contours of the horizontal unsteady momentum exchange (u′v′, i.e., horizontal Reynolds stress when
no waves are present) is presented in Fig. 14 over a horizontal plane at hub height. Compared
to the current-only case in which the shear layers are clearly identifiable at each edges of the
horizontal wake region, the wave cases show an intermittent distribution. Figures 14(b) to 14(e)
show that the distance between hot spots of u′v′/U 2

0 increase with wavelength, which remains
relatively uniform up to a distance of about x/D = 24. For longest wavelength case, kh = 0.353, the
large regions of positive and negative horizontal momentum exchange are at the same downstream
locations, while for the other intermediate but shorter waves cases (kh = 0.978 and 0.707) these are
alternated.

The time-averaged quantities show a distinct distribution such as regularly distributed regions
of low and high velocity fluctuations, which may be linked to actual turbine operating point
(determined by the turbine rotational speed and onset mean velocity), wave period, and amplitude,
current and wave directions and relative turbine submergence. For scenarios with turbines operating
at slower or faster rotational speeds slight differences in the wake pattern could be observed, which
will be the scope of future work.
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FIG. 13. Contours of normalized vertical Reynolds shear stress (u′w′/U 2
0 ) over a xz plane at the y/D = 0.

Results from the (a) no wave, (b) kh = 0.353, (c) kh = 0.707, (d) kh = 0.978, and (e) kh = 2.827.

C. Wake recovery and mean kinetic energy budget

As the flow field downstream of the tidal stream turbine notably differs under the action of surface
waves, it is essential to quantify the downstream momentum recovery in view of deploying further
rows of turbines. Thus, the evolution of the disk-averaged velocity deficit [
U = U (x) − U0]
downstream of the turbine is presented in Fig. 15 with the streamwise variation of the disk-averaged
velocity deficit for the current-only and wave cases. In the presence of waves, the rate of wake
recovery is increased (the recovery distance reduces) but at different rates depending on the wave
characteristics. For the largest wave number considered, kh = 2.827, the wake recovery is slightly
faster than for the current-only case. Compared to the other wave cases, the kh = 2.827 case has
the largest 
U up to a distance of x/D = 12–14. After this point its velocity deficit becomes the
smallest among all of the wave cases. Results for the intermediate and nearly shallow waves show
an almost identical wake recovery throughout the wake length, faster than the nearly deep-water
wave in the near- and midwake regions, i.e., x/D � 12.

To understand the driving component to the faster wake recovery in the wave cases than in
the current-only simulation, the budget of the mean kinetic energy (MKE) (MKE = 0.5Ū 2

i , with
i = 1, 2, 3) is analyzed, which assuming steady-state conditions [33,71,72], reads:
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FIG. 14. Contours of normalized transverse Reynolds shear stress (u′v′/U 2
0 ) over a xy plane at hub height.

Results from the (a) no wave, (b) kh = 0.353, (c) kh = 0.707, (d) kh = 0.978, and (e) kh = 2.827.

FIG. 15. Streamwise evolution of disk-averaged velocity deficit ((U0 − 〈U 〉)/U0) for the current-only and
wave-current simulations.
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FIG. 16. Streamwise evolution of mean kinetic energy budget [Eq. (14)] terms for the current-only case
and wave-current simulations. Legend of simulated cases as in Fig. 15.

where P denotes time-averaged pressure field and νt is the mean viscosity added by the subgrid scale
model. The meaning of the various terms in this balance equation for the mean kinetic energy is as
follows: Ci is the convection of the mean kinetic energy by the mean flow; PT is the mechanical work
produced by gradients in the mean pressure field that transports MKE; VT is the work done by the
viscous stresses; Diss is the viscous dissipation of MKE; TTi is the transport done by the turbulence
stresses, representing the transport by Reynolds stresses; and TPi is the work of deformation by
turbulence stresses which represents the destruction of MKE turned into turbulent kinetic energy
production.

These terms of Eq. (14) are integrated across the rotor region, i.e., −1/2 � y/D � 1/2 and
−1/2 � z/D � 1/2 to evaluate their relevance in wake recovery. The downstream distribution of
the main terms in the MKE budget behind the turbine presented in Fig. 16, excluding terms such as
viscous dissipation whose contribution is negligible. The surface waves lead to a sinusoidal spatial
variation of the terms (even if these are time-averaged) in the near-wake field due to different
modulation of the transport of tip vortices by the wave. The wavelength of this spatial variation
is nearly half of the wavelength. This is most noticeable in the MKE transport by turbulent stresses
(TTi), which follows the distribution of flow field variables shown in contours plots of Figs. 9–14.
The no-wave case shows a smoother behavior that resembles a low-pass filter for some of the MKE
equation terms. The streamwise component of the MKE convection contributed negatively to the
MKE, i.e., induces a delay in MKE, while the transverse and vertical aid to gain MKE albeit with
lower magnitude. The transverse turbulent transport terms (TTy) contributes to the replenishment
of MKE over the wake length. The vertical component term (TTz) also provides a gain of MKE
up to x/D = 8–10, location at which it has a negligible magnitude for the current-only case and
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it alternates between gain and loss of MKE in the downstream direction for the wave cases. In its
streamwise component (TTx), the transport due to velocity fluctuations shown in Fig. 16(d) presents
large differences between the no-wave (with a reduced contribution to the MKE budget) and wave
cases. For the latter, a varying contribution to delay (negative value) and replenishment (positive
value) is seen with a sinusoidal shape whose wavelength agrees with that seen in the time-averaged
streamwise velocity fluctuation (Fig. 11). The net contribution is, however, negligible as shown later.
The spatial undulations in the downstream direction seen in the previous terms are mostly damped in
the pressure transport term [Fig. 16(g)] for the longest wavelengths, e.g., kh = 0.353. Production of
turbulent kinetic energy terms exhibit a relatively low contribution, as does the viscous dissipation
which is not plotted for convenience.

The net contribution of the MKE terms to the wake recovery is further analyzed with their
integration in the downstream direction. First, these are integrated between 0.5 � x/D � 12, as
that up to x/D = 12 the shortest wave case (kh = 2.827) has the largest disk-averaged velocity
deficit compared to the other wave cases, shown in Fig. 15. Then, the region between 12 � x/D �
20 is analyzed as now the shortest wave case achieves the fastest wake recovery rate. Results are
presented in Fig. 17 including all the terms from the MKE budget [Eq. (14)]. In the region x/D � 12,
terms corresponding to the MKE convection Cy and Cz and turbulent transport TTy and TTz have a
positive net contribution and responsible to aid the replenishment of MKE in the wake. Conversely,
the streamwise MKE convection Cx, pressure term PT and turbulence production terms TPy and
TPz infer a delay in the MKE recovery. After x/D � 12, the transverse contribution to the MKE
convection Cy and turbulent transport TTy continue to be the main sources of MKE replenishment
with the pressure term PT now also adding to this. They are balanced with the negative contribution
to MKE budget mainly from the streamwise MKE convection Cx and at a lower extent from the
vertical components of convection Cz and turbulent transport TTz.

When comparing the integrated values across different wave conditions, in the first region up
to x/D � 12 the distribution is quantitatively similar between cases. Results from the current-only
case and longest wave are quite similar in magnitude while the shortest wavelength features larger
values in the contribution from the transverse convection term Cy while smaller from its vertical
component TTz. However, after x/D � 12, the shortest wavelength (kh = 2.827) exhibits a larger
contribution from most of the terms, mainly Cy, Cz, TTy, and TTz as seen in Fig. 16, while the
pressure term PT and Cx are similar to the other wave case and current only simulation. Along this
wake region, the transverse terms Cy and TTy are those principally aiding the MKE recovery while
their vertical counterparts Cz and TTz work to delay it together with Cx. At this distance downstream
of the turbine, the mixing of tip vortices with the ambient flow is reduced as these flow structure
already lose coherence a few diameters downstream of the device, thus their net contribution to the
MKE budget after x/D � 12 is negligible.

V. HYDRODYNAMIC FORCES ON THE TURBINE

The time-averaged hydrodynamic thrust (CT ) and power (CP) coefficients for the simulated cases
and those from the experiments from Stallard et al. [69], to be compared with the current-only
predictions as waves were not included, are presented in Table II. Values predicted from the current
LES-ALM for the current-only are in good agreement with the experiments, with a very similar
thrust coefficient and slightly overestimated power coefficient. When waves are introduced, both
turbine performance and thrust varies. For the shortest wave, both coefficients increased with a
notable 6% higher power coefficient. Conversely, for the simulations with intermediate waves these
coefficients decrease with increasing wavelength, especially for the longest wave (kh = 0.353) in
which CP reduces 14% compared to the current-only case. Note that the simulations considered
a turbine rotating a fixed rotational speed (different to reference experiments from Stallard et al.
[69] which were run at a constant torque), thus the operating point (tip-speed ratio) varies in time
depending on the onset flow conditions, e.g., with higher tip-speed ratio during periods of wave
troughs and alternatively at lower tip-speed ratio during wave crests.
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FIG. 17. Integrated values of the MKE budget terms [Eq. (14)] over the downstream wake between (a)
0.5 � x/D � 12 and (b) 12 � x/D � 20 for the current-only and wave cases simulated.

TABLE II. Hydrodynamic coefficients of mean thrust (CT ) and power (CP) for the different cases simulated.

Case CT CP

Experiments [69] (current-only) 0.816 0.274
Current-only 0.822 0.305
kh = 0.353 0.781 0.262
kh = 0.707 0.801 0.283
kh = 0.978 0.810 0.292
kh = 2.827 0.848 0.323
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FIG. 18. Streamwise evolution of normalized (a) maximum velocity deficit 
Umax/U0 [Eq. (16)] and
(b) wake half-width r1/2/(D/2) [Eq. (17)] for the current-only and wave-current simulations, where constants
of k∗ = 0.25 TI and ε = 0.32 β0.5 are used.

VI. SEMIEMPIRICAL GAUSSIAN WAKE MODEL FOR TIDAL TURBINES
IN PRESENCE OF WAVES

Representing the time-averaged velocity field in the turbine wake region can inform the devel-
opment of low-order engineering models [73,74]. These are commonly based on the assumption of
a Gaussian velocity profile in the radial direction [g(r), with r2 = y2 + z2 considering y and z the
transverse and vertical coordinates centered at the turbine rotor] together with a given velocity scale
[C(x)] that evolves in the streamwise direction downstream of the turbine. In channels of shallow
depth to diameter, recovery of the far-wake that may be considered symmetric about y direction.
The normalized velocity deficit [
U (x, r)/U0] is then determined as


U (x, r)

U0
= C(x) × g(r) = 
Umax

U0
(x) × exp

(
− r2

2 r2
1/2

)
. (15)

The velocity scale and wake shape are characterized over the wake length, taking transverse
profiles of the normalized velocity deficit [
U (x, r)U0] expanding D to each side of the wake at
hub height over various stations downstream of the turbine. The velocity scale is obtained from the
maximum velocity deficit of each downstream transverse profile, with results provided in Fig. 18(a)
in a semilog scale for the simulated cases. The transverse half-width (r1/2) is obtained as the lateral
position at which the velocity deficit is half the maximum value. Considering a semiempirical
Gaussian wake model [69,73], this reads:


Umax = 1 −
√

1 − CT

8(r1/2/D)2
, (16)

r1/2

D/2
= k∗ x

D
+ ε. (17)

The model proposed by Bashtankhah and Porté-Ágel [73] for wind turbine wakes is modified
to provide a better prediction of the tidal turbine wake in presence of waves. This is necessary as
the velocity deficit shortly downstream of the turbine differs. Thus, the Gaussian wake model is
modified to adopt the following wake expansion rate (k∗) and initial wake width (ε), as:

k∗ = 0.25 · TI, (18)

ε = 0.32 · β0.5. (19)

Here β = (1 + √
1 − CT /

√
1 − CT )/2. Note that the value of the initial wake width is larger than

that in wind turbines, equal to ε = [0.2 − 0.25] · β0.5, indicating that there is a higher velocity deficit
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FIG. 19. Self-similar normalized velocity deficit (
U/
Umax) transverse profiles with coordinates nor-
malized by the wake width r1/2 at various downstream locations from the (a) current-only, (b) kh = 0.353,
(c) kh = 0.707, and (d) kh = 2.827 simulations. Gaussian shape indicated by the black solid line.

(i.e., lower velocities) immediately downstream of the tidal turbine, owed to the large sectional
blockage unlike wind turbines that operate in a less constrained (atmospheric) environment.

For the present cases, the onset turbulence intensity over the rotor plane area excluding the action
of the waves is approximately 4%. Waves modulate the magnitude of the wake velocity, as seen at
x/D = 4, in which the no-wave case features the largest velocity deficit that is slightly reduced
in the shortest wave case (kh = 2.827). In the simulations with longer waves, the velocity deficit
at this location (x/D = 4) is reduced to a similar value of 
Umax/U0 approximately 0.45. In the
intermediate wake region, between x/D = 4–12, 
Umax recovers at different rates for all wave
cases to reach the same maximum velocity deficit value at x/D ≈ 12, after which 
Umax decays
proportional to (x/D)−1/2 as expected for an axisymmetric wake [69]. For the current-only case, the
velocity deficit is consistently larger than in the wave cases, in agreement with the disk-averaged
wake velocity shown in Fig. 15.

The suitability of using a Gaussian wake model for the semiempirical representation of turbine
wakes is assessed in Fig. 19 with comparisons of the normalized velocity deficit distribution
(
U/
Umax) over the normalized transverse direction (r/r1/2) obtained at downstream stations
for the no-wave case and three wave cases (kh = 0.353, 0.707, and 2.827). When normalizing
the velocity magnitude in the wake region by the maximum velocity deficit, the profiles follow
the Gaussian wake model for all cases irrespective of the wave-current conditions. At x/D = 4 the
velocity profile is narrower than that predicted by the Gaussian wake model. After 20D downstream,
largest half-width wake spread is seen for the longest wavelength case (smallest kh) while the
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half-width of the shortest wavelength (largest kh) is most similar to current-only case. These results
show that semiempirical wake models are valid to be applied to tidal turbine wakes even in presence
of waves, with updated recovery rates [or constants of Eqs. (18) and (19)] that may be expected to
differ with amplitude as well as with kh.

VII. CONCLUSIONS

This paper presents the results of high-fidelity large-eddy simulations of a tidal stream turbine
operating in a turbulent open-channel flow with sheared onset velocity distribution to which four
regular, following wave conditions of increasing wavelength are investigated. The wake developed
behind the turbine is modulated by the wave-current conditions with notable differences between
the nearly deep water wave case and the three intermediate waves. The instantaneous wake behavior
is analyzed with contours of vorticity at different instants in time, which indicate that the tip
vortices generated by the turbine blades near the free surface undergo a periodic, transient motion
in the vertical direction during the wave cycle. During periods of increasing surface elevation
(when moving from wave trough to crest), tip vortices are advected upwards due to the positive
wave-induced vertical velocity, while the opposite is observed during the second half of the wave
period. These unsteady onset conditions leads to intermittent vertical entrainment of tip vortices
into the wake region, which leads to varying wake recovery distribution. The disk-averaged velocity
for the intermediate wave cases is smallest up to a distance of 12 diameters (D) downstream of the
turbine, while the nearly deep wave featured the fastest recovery rate from such distance and even
up to 40D. In all cases, the current-only conditions lead to the largest velocity deficit.

Quantification of the mean kinetic energy equation for the shortest wavelength shows that the
main contributors to its replenishment are the transverse convection and turbulent transport, which
are balanced by the analogous vertical terms and streamwise convection. The pressure transport
term features a relatively minor role but contributing to a net loss of mean kinetic energy in the
wake up to 12D downstream of the turbine while aiding in its replenishment in the region extending
from 12 < x/D < 20.

Analytical wake models are commonly used to represent the spatial evolution of the wake
velocity deficit with simple formulas, e.g., a Gaussian shape for its radial distribution, which can
yield a relatively good accuracy if the wake shape proves to be self-similar. Results from the
wave-current conditions show that the turbine wake can be considered to have a Gaussian shape
albeit its recovery rate is slightly increased compared to the current-only case. Transverse half-width
is observed to be largest for the longest wavelength while for short waves the reduced transverse
mixing leads to a narrower lateral distribution. Our results indicated that waves accelerate wake
recovery for all wave-current cases.

Validation of the present simulations with experimental data that adopts following waves with
shear turbulent currents is required to further elucidate the accuracy of the present results. Further
work should analyze the changes in loading on the turbine due to the wave-current interaction,
perturbations to the wave field due to the presence of a turbine and an array of turbines. These LES
may also allow to refine turbine control including both regular and irregular waves.

The data that support the findings of this study are available from the corresponding author upon
reasonable request.
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APPENDIX

The mean transverse velocity fluctuation intensity (v′/U0) is presented in Fig. 20. Since waves
do not introduce a transverse component, v′/U0 is dominated by the induced circulation due to
the turbine’s rotation and wake meandering. The distribution of v′/U0 features a large similarity
between the no-wave and wave cases, although here the peak magnitude is lower for all wave cases
than in no-waves, perhaps indicating the more rapid streamwise breakdown of the tip-vortex helix
(as observed in earlier figures). The top tip vortex region is observed to extend from x/D = 1 until
10 for the current-only case, while this reduces in streamwise extend and magnitude of v′/U0 with
increasing wavelength.

FIG. 20. Contours of transverse velocity fluctuation intensity (v′/U0 ) over a xz plane at the y/D = 0.
Results from the (a) no wave, (b) kh = 0.353, (c) kh = 0.707, (d) kh = 0.978, and (e) kh = 2.827.
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